Verification of an energetic-electron-driven \( \beta \)-induced Alfvén eigenmode in the HL-2A tokamak
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ABSTRACT

An energetic-electron-driven \( \beta \)-induced Alfvén eigenmode (e-BAE) in an HL-2A tokamak experiment (discharge #17461) was studied using a gyrokinetic particle simulation code. Investigations of e-BAEs excited by an initial perturbation, an external antenna, and an energetic-electron pressure gradient were performed, and the measured eigenfrequencies were found to be close to the experimental observations and the theoretical predictions. The damping mechanism is also discussed based on the simulation results. The e-BAE becomes unstable when the driving force of the energetic-electron pressure gradient exceeds the total background damping. Simulations show that the e-BAE propagates along the diamagnetic direction of the energetic electrons and that the most unstable mode number is \( n/m = 1/3 \); these findings are in good agreement with the experimental observations. The simulation results also show that the mode is radially localized near the rational surface. Both the mode width and growth rate increase as the background plasma density increases. As the density and temperature of the energetic electrons increase, the eigenfrequency increases slightly, and the growth rate increases considerably.
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I. INTRODUCTION

In fusion plasmas, such as that in the International Thermonuclear Experimental Reactor (ITER),\(^1\) the confinement of energetic particles has always been of great concern. These particles can drive various Alfvén instabilities,\(^2\) such as toroidal Alfvén eigenmodes (TAEs),\(^3\) reversed shear Alfvén eigenmodes (RSAEs),\(^3\) \( \beta \)-induced Alfvén eigenmodes (BAEs), and \( \beta \)-induced Alfvén acoustic eigenmodes (BAAEs), which can induce the loss of energetic particles and cause their confinement to degrade.\(^4,5\)

A BAE arises due to the finite compressibility induced by the geodesic curvature of the equilibrium magnetic field, together with the plasma pressure.\(^5,6\) Its eigenfrequency is near the \( \beta \)-induced gap of the Alfvén continuum in a toroidal geometry,\(^7\) which is close to the thermal ion transit frequency and the ratio of the sound speed to the major radius \( R_0 \); thus, a BAE is subject to resonant interactions with both thermal ions and energetic particles as well as acoustic waves.

Several theoretical explanations for the excitation of BAEs have been proposed, including discrete Alfvén eigenmodes (AEs),\(^6\) kinetic ballooning modes (KBMs),\(^8\) energetic particle modes (EPMs),\(^9,10\) and hybrid modes between Alfvénic and KBM branches or between Alfvénic and ion acoustic branches.\(^11\)

BAEs were first reported in DIII-D\(^12\) with energetic ions induced by neutral beam injection (NBI) and in TFTR\(^13\) with energetic ions. Additionally, they were observed in KSTAR\(^14\) during neutral beam heating and in Tore Supra\(^15\) during ion cyclotron resonance heating. BAEs arising during strong tearing mode (TM) activities have also been investigated in many experimental devices, such as in the FTU plasma without energetic ions,\(^16\) in the LHD plasma during strong...
interchange modes, in EAST with low hybrid waves (LHWs), and in TEXTOR with a low-density plasma.

Energetic-ion-driven BAEs (i-BAEs) have been widely investigated by means of experimental observations, theoretical studies, and simulations. On the other hand, energetic electrons originating from Ohmic heating, electron cyclotron resonance heating (ECRH), and alpha particle heating can also easily drive the formation of an energetic-electron-driven β-induced Alfvén eigenmode (e-BAE) through wave-particle interactions.

Recently, an e-BAE was identified in both Ohmic heating and ECRH for the first time in the medium-sized HL-2A tokamak; subsequently, the coexistence of e-BAEs in multiple modes was observed.

Further analysis of e-BAEs has confirmed that they can be identified by a generalized fishbone-like dispersion relation and magnetic island-induced BAE dispersion. Observations of BAEs in J-TEXT indicate that runaway electrons together with magnetic perturbations in cases of low-density discharge can excite BAEs in Ohmic plasmas. The experiment in EAST has shown that increasing the population of energetic electrons may result in the excitation of BAEs. Recent theoretical developments further predict that energetic particles preferentially excite the BAE branch rather than the ion-sound wave (ISW) branch.

Although many studies of e-BAEs have been conducted, both experimentally and theoretically, fewer simulations have been performed, specifically simulations based on experimental equilibrium profiles.

In this work, we use the Gyrokinetic Toroidal Code (GTC) to simulate the e-BAE in HL-2A discharge #17461, in which the e-BAE is one of the most notable instabilities excited by energetic electrons.

GTC has been successfully applied to study various Alfvén eigenmodes, such as TAEs, RSAEs, and i-BAEs. Linear and nonlinear e-BAE analyses have been carried out by Liu. Wang has simulated a discrete kinetic BAE (KBAE) using the hybrid magnetohydrodynamics (MHD) gyrokinetic code XMHC. A simulation based on the National Spherical Torus Experiment (NSTX) parameters has been carried out by Cheng et al. The interaction between a BAE and a BAE has been simulated by Liu. Wang has simulated a discrete kinetic BAE (KBAE) and a nonlinear i-BAE using the hybrid magnetohydrodynamics (MHD) gyrokinetic code XMHC. A simulation based on the National Spherical Torus Experiment (NSTX) parameters has been performed using the hybrid particle/MHD code M3D. A BAE-like mode has been simulated based on the DIII-D ii parameter using the M3D-K code. Even- and odd-parity KBAEs have been simulated using a kinetic Alfvén eigenmode solver (KAES) based on a recently developed AMC code.

In discharge #17461, the e-BAE was excited when ECRH was turned on and propagated in the diamagnetic direction of the energetic electrons. The electron temperature was measured via electron cyclotron emission (ECE), the ion temperature was measured via neutral particle analysis (NPA), and the electron density was measured with an eight-channel hydrogen cyanide (HCN) laser interferometer in the core region and microwave reflectometry at the edge. The e-BAE toroidal/poloidal number was measured through the phase analysis of Mirnov signals, and the mode frequency and mode position were measured through the analysis of soft X-rays (SXR). Here, we focus on simulating the mode with the toroidal/poloidal mode number n/m = 1/3, which starts as an e-BAE at approximately 575 ms and has a frequency of 19 kHz.

The paper is organized as follows. The physical model used in the e-BAE simulation is described in Sec. II. The simulation setup based on the experimental parameters is introduced in Sec. III. The antenna excitation setup and its results are described in Sec. IV A. The initial perturbation excitation setup and its results are presented in Sec. IV B. The energetic electron excitation setup and its results are reported in Sec. IV C. A summary of this work is given in Sec. V.

II. SIMULATION MODEL

For the use of the nonlinear gyrokinetic equations, the adopted ordering is as follows:

$$\frac{\partial}{\partial t} + X \cdot \nabla + i_2 \frac{\partial}{\partial \phi} - C_i f(X, \mu, v_j, t) = 0,$$

where $\omega$ is the typical frequency, $k_2 \parallel$ and $k_2 \perp$ are the parallel and perpendicular wave numbers, respectively, of the instability, $\Omega$ is the ion cyclotron frequency, $\delta B$ is the perturbed magnetic field, $B_0$ is the equilibrium magnetic field, $\delta \phi$ is the perturbed electrostatic potential, and $T$ is the plasma temperature.

The nonlinear Vlasov equations are used to describe the thermal ions in this GTC simulation,

$$\frac{\partial}{\partial t} + X \cdot \nabla + i_2 \frac{\partial}{\partial \phi} - C_i f(X, \mu, v_j, t) = 0,$$

where $\omega_i$ is the gyrocenter position, $v_j$ is the parallel velocity, and $C_i$ is the collision operator. This equation is expressed in five-dimensional phase space for a system with a toroidal geometry. The index $i$ denotes thermal ions, $Z_i$ is the ion charge, and $m_i$ is the ion mass. $\delta \phi$ and $\delta A_{||}$ are the electrostatic potential and the vector potential parallel to $B_0$, respectively.

Here, $B = B_0 + \delta B$, where $B_0$ and $\delta B$ are the equilibrium and perturbed parts, respectively, of the magnetic field. $B^* = B_0^* + \delta B$, where $B_0^* = B_0 + (B_0 \psi_0) / \Omega_x \times B_0$ and $\delta B = \nabla \times (\delta A_0 \times B_0)$. Here, $\Omega_x$ is the cyclotron frequency of species $x$.

The $E \times B$ drift $v_x$, the magnetic curvature drift $v_c$, and the gradient $B$ drift $v_g$ are given by

$$v_{B} = \frac{c B_0}{\mu} \nabla \delta \phi,$$

$$v_{c} = \frac{\mu}{m_e} \nabla \times B_0,$$

$$v_{g} = \frac{\mu}{m_e} \nabla \times B_0.$$
Physics of Plasmas

In a uniform plasma, according to Eqs. 19 and 20 of Ref. [49],

\[
\begin{align*}
\frac{\partial n_e}{\partial t} + B_0 \cdot \nabla \left( \frac{n_{e0} \delta n_i}{B_0} \right) + B_0 \nabla \cdot \left( \frac{n_{e0}}{B_0} \right) \nabla \phi - n_{e0} \nabla \cdot \nabla \phi = 0,
\end{align*}
\]

where \( \delta n_i = \int \delta f_i \, dV \), \( \delta P_i = \int \mu_i^2 \delta f_i \, dV \) and \( \delta P_c = \int \mu_c^2 \delta f_c \, dV \). In a uniform plasma, according to Eqs. 19 and 20 of Ref. [49], \( \delta P_i = e n_{e0} \phi \delta f_i \) to the lowest order. Here, \( n_{e0} \) is the electron density, and \( \delta \phi \) is the effective potential that represents the parallel electric field.

The system is closed, with the parallel Ampère law,

\[
\begin{align*}
\eta_{e0} \delta u_i = \frac{c}{4 \pi} \nabla \cdot B_0 = \frac{Z_n}{Z_i} n_{e0} \delta u_i - e n_{e0} \delta u_i ,
\end{align*}
\]

and the gyrotropic Poisson equations,

\[
\begin{align*}
Z_i^2 \frac{\partial^2 \delta \phi}{\partial t^2} = \sum_{a=e,i,c} \frac{Z_a n_a}{\Omega_a} \delta n_a ,
\end{align*}
\]

Here, \( \delta \phi = \sum_{a=e,i,c} \delta \phi_a \Gamma_a (k_a^2 \rho_a^2) \) is the second gyrophase-averaged electrostatic potential.

Now, we will show that with kinetic effects turned off, the ideal MHD result is recovered from the gyrokinetic formulations. In the long-wavelength limit, \( \delta E_i = 0 \) and \( \nabla \times B_0 \approx 0 \), and Eq. (10) becomes

\[
\begin{align*}
\nabla \cdot \left( \nabla \delta \phi \right) &= -\frac{4 \pi}{c^2} \left( Z_i \delta n_i - Z_n \delta n_n - Z_p \delta n_p \right) .
\end{align*}
\]

Here, \( v_A = B_0 / 4 \pi n_e m_e \) is the Alfvén velocity. By using Eq. (8) for all species, Eq. (9), and the charge neutrality condition \( \sum_a Z_a n_a = 0 \), we can obtain

\[
\begin{align*}
\omega^2 \nabla \cdot \left( \frac{\nabla \delta \phi}{v_A^2} \right) - i \frac{4 \pi}{c^2} \nabla \cdot \left( \frac{B_0}{v_A} \times \nabla \delta P \right) - B_0 \cdot \nabla \left( \frac{1}{B_0} \nabla^2 \left( B_0 \cdot \nabla \delta \phi \right) \right) &= 0,
\end{align*}
\]

with \( \delta P = \delta P_i + \delta P_c + \delta P_e \). Equation (12) recovers the ideal MHD equations.

Finally, we derive the BAE linear dispersion relation by considering only the fluid electron pressure. In a toroidal geometry, if we consider only a frequency \( \omega \) and the toroidal/poloidal \( (n/m) \) harmonic, then the perturbed quantities of the Alfvén wave can be expressed as follows:

\[
\delta \phi (r, \theta, \zeta, t) = \delta \phi (r) \exp [i(n_c - m \theta - \omega t)] .
\]

For a uniform plasma, the perturbed diamagnetic flow can be neglected in Eq. (8). The \( v_i \) term is dropped because \( k_i = 0 \) for the BAE in the vicinity of the rational surface. Thus, Eq. (8) reduces to

\[
\begin{align*}
\frac{\partial \delta n_i}{\partial t} = -n_{e0} \nabla \cdot \left( \frac{c \nabla \delta \phi \times B_0}{B_0^2} \right) .
\end{align*}
\]

Using \( \delta P_e = \delta n_e T_e = e n_{e0} \phi \delta f_e \) and Eq. (14), the pressure term in Eq. (12) can be written as

\[
\begin{align*}
- \frac{4 \pi}{c^2} \nabla \cdot \left( \frac{B_0}{B_0^2} \times \nabla \delta P_e \right) &= \frac{e n_{e0} T_e}{B_0} \left( \nabla \delta \phi \times \nabla \times B_0 \right) \cdot \nabla \times \frac{B_0}{B_0^2} .
\end{align*}
\]

When terms of order \( O(\ell^2 / q^2) \) are dropped and flux averaging is performed, Eq. (12) becomes

\[
\begin{align*}
\frac{1}{r} \frac{d}{dr} \left( \frac{1}{r^2} \frac{d}{dr} \left( \frac{q}{r} \delta \phi \right) \right) - 2 \frac{q}{r} \frac{d}{dr} \delta \phi = 0 .
\end{align*}
\]

Here, \( q = T_e / m_e \) and \( k_1 = (r - m/q) / R_0 \). When \( k_1 = 0 \), the Alfvén continuum reaches the accumulation point, \( \omega^2 = 2 C_0^2 / R_0^2 \).

More generally, the pressure term includes the kinetic ion pressure and the electron pressure, and the accumulation point frequency is given by

\[
\omega_{\text{CAP}} = \sqrt{\left( \frac{q}{2} T_i + 2 T_e \right) / (m_i R_0^2)} .
\]

Detailed derivations for the BAE frequency can be found in Refs. 5 and 51.

III. SIMULATION SETUP

The HL-2A tokamak has a circular cross section in the poloidal direction, and Fig. 1 shows the flux surface of discharge #17461 at 575 ms. Using the general geometric features of HL-2A and GTC, we can build the equilibrium geometry, including the field magnitude, the flux surface structure, the q-profile, and other profiles, including the radial temperature and density profiles of thermal ions and electrons, in a manner that is fully self-consistent with the experimental conditions. The major radius on the magnetic axis is \( R_0 = 165 \) cm, which is approximately 340 times the on-axis ion gyroradius \( \rho_i \). The on-axis magnetic field amplitude is \( B_0 = 1.33 \) T. The safety factor profile is given by \( q = q(r) \) from the tokamak simulation code (TSC), where \( r \) is the radial position with a minor radius of \( a = 40 \) cm.

In the large-aspect-ratio approximation, the poloidal flux is

\[
\Psi_p (r) = B_0 \int_0^r q (r') \, dr' .
\]

On this basis, the relationship among \( q, r, \) and \( \rho \) can be formulated, where \( \rho \) is the square root of the normalized poloidal flux, \( \rho = \sqrt{\Psi_p / \Psi_{p0}} \), here, \( \Psi_p \) is the poloidal flux, and \( \Psi_{p0} \) is the poloidal flux at the outermost flux surface.

After the above process, the radial position \( r \) is converted into the GTC basic radial coordinate \( \rho \). The radial safety factor profile \( q = q(\rho) \) is shown in Fig. 2(a), where the dashed lines indicate our simulation region in the radial direction, \( 0.696 < \rho < 0.952 \), and the plus sign indicates the diagnosis point where the mode most likely exists, namely, the \( q = 3 \) rational surface located at \( \rho = 0.83 \).

The background ions are deuterium nuclei. The density of the thermal electrons and the temperature of the thermal particles

\[
\begin{align*}
\text{Phys. Plasmas} \text{ 26}, \text{ 102507} \text{ (2019); doi: 10.1063/1.5115811}
\end{align*}
\]
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obtained from the experimental parameters are not plotted near the magnetic axis. Experimentally, from \( q = 0.4 \) to \( q = 1.0 \), the distributions of the electron density \( n_e \), the thermal ion temperature \( T_i \), and the thermal electron temperature \( T_e \) are as shown in Fig. 2(b).

In the simulations, the density profile used for the thermal electrons is a realistic profile obtained from the experimental parameters, and the thermal ion density \( n_i \) is obtained from the quasineutral condition \( Z n_e = n_i = n_e + n_p \) for a thermal ion charge number of \( Z_i = 1 \).

Regarding the temperature profile of the thermal particles, we adopt an approximation in which only the temperature gradient of the energetic electrons is retained as the driving source, while the temperature gradient of the thermal particles is set to zero, i.e., the temperature profile is uniform. This approximation is adopted to separate the BAE from the mode driven by the thermal particle temperature gradient, and it is reasonable because the BAE is localized near the rational surface. At the \( q = 3 \) rational surface, where the e-BAE is most likely to exist, the thermal particle temperatures adopted here are \( T_e = 0.3 \) keV and \( T_i = 0.025 \) keV, with \( \beta = 8 \pi P_i / B_0^2 = 0.0003314 \), where \( \beta \) is the ratio of the plasma thermal pressure to the magnetic pressure. To avoid high-frequency noise, we use a toroidal/poloidal filter to preserve only the \( n / m = 1 / (2, 3, 4) \) harmonics, while the other harmonics are neglected. According to Eq. (17), the Alfvén accumulation point frequency is \( \omega_{\text{CAP}} = \sqrt{(7T_i + 4T_e)} / 2m_i R_0 \approx 1.515C_s / R_0 \), with the sound speed being \( C_s = \sqrt{T_e / \rho_i} \), and \( f_{\text{CAP}} = \omega_{\text{CAP}} / 2 \pi = 18.3 \) kHz.

The numerical parameters have been carefully set based on convergence tests. The time step is \( \Delta t = 0.01 C_s / R_0 \). The poloidal wave vector is \( k_\theta = m / r = 9.03 \), and \( k_\theta \rho_p = 0.0439 \). In this work, there are 96 radial grid points, 1600 poloidal grid points, and 8 toroidal grid points in the real space, and there are 50 marked particles of each species in each grid cell.

**IV. SIMULATION RESULTS**

We use Fig. 3 to evaluate the differences between all of the following cases and the continuous spectrum. This figure was produced by an eigenvalue code called ALCON, which uses a poloidal-spectral method to numerically solve the ideal MHD Alfvén continuum equation. Here, the vertical axis represents the real frequency measured in kHz, and the horizontal axis represents the radial coordinate \( \rho \). The thick lines are the \( n / m = 1 \) toroidal harmonics of the Alfvén branches, and the thin lines are the acoustic branches. Figure 3(b) presents an enlarged view of the \( n / m = 1 / 3 \) mode in the figure above.
Now, let us consider the use of an external antenna to excite an e-BAE. The antenna-driven method, which has been used in previous tokamak experiments, allows us to measure the e-BAE frequency, damping rate, and propagation direction. The antenna excitation has the following form:

$$\delta \phi_{\text{ant}} = \delta \phi_{\text{ant}}(\psi) \cos(m\theta - n_c) \cos(\omega_{\text{ant}}t). \quad (18)$$

Here, $\delta \phi_{\text{ant}}(\psi)$ has a one-dimensional normal distribution that reaches its maximum at $\rho = 0.83a$, where the $q = 3$ rational surface lies, and exponentially decays to zero at the edge of the simulation region.

The linear Vlasov equation is used to describe the thermal ions, the electrons are treated adiabatically, and the energetic electron component is dropped. According to induced cavity resonance theory, for an eigenmode induced by an antenna, its saturated intensity is given by

$$A^2 \propto \frac{1}{(\omega_0^2 + \gamma^2 - \omega_{\text{ant}}^2)^2 + 4\gamma^2 \omega_{\text{ant}}^2}. \quad (19)$$

Here, $A^2$ is the normalized saturated intensity, $\omega_0$ is the eigenfrequency, and $\gamma$ is the damping rate. Figure 4(a) shows the numerical fit to Eq. (19) that is obtained for the simulation results from an antenna frequency scan of the saturated e-BAE amplitude. The eigenfrequency is $\omega = \pm 1.636c_i/R_0$, and the damping rate is $\gamma = -0.415c_i/R_0$. The fitted eigenfrequency is slightly higher than the accumulation point frequency, $\omega_{\text{CAP}} = 1.515c_i/R_0$, which may be due to the kinetic effects of the thermal ions together with the assumption of a small $\epsilon$. When we set $\omega_{\text{ant}} = 1.6362c_i/R_0$, as shown in Fig. 4(b), the mode amplitude saturates quickly, after approximately four oscillations, because of the large damping rate. The mode structure is still symmetric in the radial direction, and it is localized in space, as shown in Fig. 4(c).

B. BAE simulation with an initial perturbation

In the initial perturbation simulation, we first consider an external antenna that imposes a harmonic of $n/m = 1/3$ as a $\delta \phi$ perturbation at the $q = 3$ rational surface to excite the BAE. Then, the external antenna, which has a frequency of $\omega_{\text{ant}} = 1.515c_i/R_0$, is turned off at time $= 5c_i/R_0$. In this scenario, the system is dominated by the BAE and shows an initial perturbation decay after the antenna is turned off. Two fluid equations are used to describe the system; ion Landau damping and other kinetic effects from particles are dropped. The time evolution of the $n/m = 1/3$ mode is shown in Fig. 5(a), where the dotted line indicates the antenna-driven part, which serves as the initial perturbation, and the solid line represents the decay part after the antenna is turned off. $\delta \phi$ decays rapidly (the solid line) in the initial perturbation case, and the mode has $\omega = \pm 1.6968c_i/R_0$; this is slightly higher than the accumulation point frequency, which may be due to the measurement error associated with the abrupt and rapid decay. The background noise is not negligible when the amplitude is low. The damping rate is $\gamma = -0.894c_i/R_0$, which is due to the fact that the eigenfrequency is very close to the accumulation point of the continuous spectrum, so the continuum damping is strong. The mode structure is shown in Fig. 5(b), no phase mixing is observed in the region, and the mode is radially localized and symmetric.

A similar scenario is considered to investigate the influence of the thermal particle pressure gradient on the mode. In the following case, the linear Vlasov equation is used to describe the thermal ions, and the electrons are treated adiabatically. Figure 6 shows the time evolution of the $n/m = 1/3$ mode with (red line) and without (black line) a pressure gradient of the thermal particles. Here, the antenna is turned off.

---

**FIG. 3.** (a) Alfvén continuous spectrum and acoustic spectrum for $n = 1$ obtained using the eigenvalue code ALCON. (b) An enlarged partial view of the $n/m = 1/3$ mode, in which the acoustic spectrum has been dropped. The straight lines individually correspond to the following three simulation cases, the experimental observation, and the accumulation point.

The five straight horizontal lines, from top to bottom, are the frequencies of the initial perturbation, the energetic electron excitation, the antenna excitation, the experimental observation, and the ideal MHD continuum accumulation point (CAP). The line lengths for the initial perturbation, energetic electron, and antenna excitation cases are each equivalent to the radial mode half-width for the corresponding case, while the line lengths for the accumulation point and the experimental observation have no practical meaning.

A. BAE excitation by an antenna

Now, let us consider the use of an external antenna to excite an e-BAE. The antenna-driven method, which has been used in previous tokamak experiments, allows us to measure the e-BAE frequency, damping rate, and propagation direction. The antenna excitation has the following form:

$$\delta \phi_{\text{ant}} = \delta \phi_{\text{ant}}(\psi) \cos(m\theta - n_c) \cos(\omega_{\text{ant}}t). \quad (18)$$

Here, $\delta \phi_{\text{ant}}(\psi)$ has a one-dimensional normal distribution that reaches its maximum at $\rho = 0.83a$, where the $q = 3$ rational surface lies, and exponentially decays to zero at the edge of the simulation region.

The linear Vlasov equation is used to describe the thermal ions, the electrons are treated adiabatically, and the energetic electron component is dropped. According to induced cavity resonance theory, for an eigenmode induced by an antenna, its saturated intensity is given by

$$A^2 \propto \frac{1}{(\omega_0^2 + \gamma^2 - \omega_{\text{ant}}^2)^2 + 4\gamma^2 \omega_{\text{ant}}^2}. \quad (19)$$

Here, $A^2$ is the normalized saturated intensity, $\omega_0$ is the eigenfrequency, and $\gamma$ is the damping rate. Figure 4(a) shows the numerical fit to Eq. (19) that is obtained for the simulation results from an antenna frequency scan of the saturated e-BAE amplitude. The eigenfrequency is $\omega = \pm 1.636c_i/R_0$, and the damping rate is $\gamma = -0.415c_i/R_0$. The fitted eigenfrequency is slightly higher than the accumulation point frequency, $\omega_{\text{CAP}} = 1.515c_i/R_0$, which may be due to the kinetic effects of the thermal ions together with the assumption of a small $\epsilon$. When we set $\omega_{\text{ant}} = 1.6362c_i/R_0$, as shown in Fig. 4(b), the mode amplitude saturates quickly, after approximately four oscillations, because of the large damping rate. The mode structure is still symmetric in the radial direction, and it is localized in space, as shown in Fig. 4(c).

B. BAE simulation with an initial perturbation

In the initial perturbation simulation, we first consider an external antenna that imposes a harmonic of $n/m = 1/3$ as a $\delta \phi$ perturbation at the $q = 3$ rational surface to excite the BAE. Then, the external antenna, which has a frequency of $\omega_{\text{ant}} = 1.515c_i/R_0$, is turned off at time $= 5c_i/R_0$. In this scenario, the system is dominated by the BAE and shows an initial perturbation decay after the antenna is turned off. Two fluid equations are used to describe the system; ion Landau damping and other kinetic effects from particles are dropped. The time evolution of the $n/m = 1/3$ mode is shown in Fig. 5(a), where the dotted line indicates the antenna-driven part, which serves as the initial perturbation, and the solid line represents the decay part after the antenna is turned off. $\delta \phi$ decays rapidly (the solid line) in the initial perturbation case, and the mode has $\omega = \pm 1.6968c_i/R_0$; this is slightly higher than the accumulation point frequency, which may be due to the measurement error associated with the abrupt and rapid decay. The background noise is not negligible when the amplitude is low. The damping rate is $\gamma = -0.894c_i/R_0$, which is due to the fact that the eigenfrequency is very close to the accumulation point of the continuous spectrum, so the continuum damping is strong. The mode structure is shown in Fig. 5(b), no phase mixing is observed in the region, and the mode is radially localized and symmetric.

A similar scenario is considered to investigate the influence of the thermal particle pressure gradient on the mode. In the following case, the linear Vlasov equation is used to describe the thermal ions, and the electrons are treated adiabatically. Figure 6 shows the time evolution of the $n/m = 1/3$ mode with (red line) and without (black line) a pressure gradient of the thermal particles. Here, the antenna is turned off.
C. BAE excitation by energetic electrons

In the low-β discharge, we use a temperature gradient of the energetic electrons to excite the e-BAE. In our work, a typical energetic electron temperature profile is expressed as follows:

$$\omega = \pm 1.693C_e/R_0$$

and the corresponding damping rate is

$$\gamma = -0.255C_e/R_0.$$
is a traveling wave. As shown in Fig. 7(b), the eigenfrequency without a pressure gradient of the thermal particles is 

$$\omega = \pm 1.693C_i/R_0,$$

and the corresponding damping rate is 

$$\gamma = -0.265C_i/R_0.$$ For the black curve, the thermal particle pressure gradient is set to zero; the eigenfrequency is 

$$\omega = \pm 1.683C_i/R_0,$$

and the corresponding damping rate is 

$$\gamma = -0.255C_i/R_0.$$ The eigenfrequency in the energetic-electron-driven e-BAE simulation.

$T_\phi = 14.5 \times \{1.0 + 0.45[\tanh(0.83 - \rho)/0.01] - 1\} T_e.$ \hspace{1cm} (20)

The energetic electrons’ temperature gradient reaches its maximum at $\rho = 0.83$ near the $q = 3$ rational surface with $R_0/L_{Te} = 180$, where $L_{Te}$ is the scale length of the temperature gradient; the density gradient of the energetic electrons is not considered in this work. The energetic electrons have an on-axis density of $n_{fe} = 0.25n_0$ and an on-axis temperature of $T_\phi = 14.5e$. The scale length of the background plasma’s density gradient is $R_0/L_{ne} = 5.9$, which is much smaller than that of the energetic electrons’ temperature gradient.

In our particular simulation region, $0.696 \leq \rho \leq 0.952$, $k_\parallel = (nq - m)/R_q$ varies from 0.23 to -0.16, and $k_\perp = m/r$ varies from 10.79 to 7.89; thus, the general assumption that $k_\parallel \ll k_\perp$ in Eq. (1) is not violated in this low-$n$ e-BAE simulation.

In these simulation scenarios, the e-BAE grows exponentially, and it does not saturate in the linear stage. The time evolution of $\delta \phi$ is shown in Fig. 7(a), where the x-axis is normalized with respect to $C_i/R_0$ and the y-axis represents $\delta \phi$. The frequency is $\omega = 1.653C_i/R_0$, and $f = \omega/(2\pi) = 19.96$ kHz, with a growth rate of $\gamma = 0.447C_i/R_0$. The eigenfrequency in the energetic-electron-driven case is very close to the eigenfrequencies in both the antenna-driven case and the initial perturbation case, and it is slightly higher than the experimental observation of $f_{\text{observation}} = 19$ kHz. The real part of the mode (black line) is $\pi/2$ ahead of the imaginary part, indicating that it is a traveling wave. As shown in Fig. 7(b), the eigenfrequency without a pressure gradient of the thermal particles is $\omega = 1.653C_i/R_0$, and the corresponding damping rate is $\gamma = 0.467C_i/R_0$. We can see that the thermal particle pressure gradient has a slight inhibitory effect on the excitation of the BAE; this behavior is the same as that in the initial perturbation case, which originates from radiative damping.

The accurate frequencies and damping/growth rates from the three simulations together with the frequencies corresponding to the experimental observation and the accumulation point are listed in Table I. Here, the e-BAE is destabilized by energetic electrons when the driving force of the energetic electrons exceeds the total background damping. In addition, the radial symmetry of the e-BAE mode structure is broken, in contrast to the antenna-driven case; as shown in Fig. 8(a), the ellipse is twisted into a triangle. The kinetic effects of the energetic electrons give rise to the twisted mode structure.

The polar structure of $\delta \phi$ rotates in the counterclockwise direction, and the magnetic field points out of the paper. From $v_{\phi\psi} = -\nabla \psi \times B/(\mu_0 n_e B^2)$, we can see that the mode propagates along the diamagnetic direction of the energetic electrons. The mode is still sensitive to the peak where the gradient of the energetic electrons reaches its maximum; the largest growth rate is observed when the $T_\phi$ peak is left-shifted from the $q = 3$ rational surface by approximately $3.3p_0$ in the radial direction. The peak-shift phenomenon may be due to the antisymmetry of the mode structure caused by the kinetic effect of the energetic electrons.

In a sheared magnetic field, the e-BAE is highly radially localized near the rational surface. The mode width is narrow in the radial
direction; here, the mode width is the full width at half maximum (FWHM) of the \( \delta \phi \) of the dominant \( n/m = 1/3 \) harmonic. The mode width can be obtained through Fourier analysis of \( \delta \phi \), and the corresponding analysis results are shown in Fig. 8(b), where the x-axis is normalized with respect to \( r/a \) and the y-axis is normalized with respect to the maximum of \( \delta \phi \).

No obvious balloon structure is observed in the linear stage because the \( m = 2, 4 \) harmonics are weak compared to the \( m = 3 \) harmonic, as shown in Fig. 8(b), meaning that the different harmonics do not obviously couple. Figures 8(c) and 8(e) show the poloidal structures of the vector potential \( \delta A_1 \) and the effective potential \( \delta \phi_{\text{eff}} \) of the mode at approximately 15 \( C_s/R_0 \). Figures 8(d) and 8(f) show the corresponding radial profiles for various harmonics. The \( m = 4, 2 \) sideband is much smaller than the dominant harmonic \( m = 3 \) for \( \delta \phi \). The \( m = 3 \) harmonic of \( \delta A_1 \) at the \( q = 3 \) rational surface is 0 because \( k_{||} = 0 \) for the main harmonic. \( \delta \phi_{\text{eff}} \) is much smaller than \( \delta \phi \), and the sideband is comparable to the harmonics, indicating that the sideband is likely to enhance the amplitude of the e-BAE.

For further study, convergence tests were conducted for the case of e-BAE excitation by energetic electrons. As the density of the background thermal electrons increases, the frequency shifts slightly downward, and the growth rate greatly increases, as shown in Fig. 9(a). At the same time, the mode width increases (although the mode remains localized) as \( \beta \) increases (implying a density change) as shown in Fig. 9(b). A scan of the energetic electron density \( n_{e\text{e}} \) shows that as \( n_{e\text{e}} \) increases, the growth rate also increases, but the e-BAE frequency barely changes, as seen in Fig. 9(c). A scan of the energetic electron density …

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( \omega )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MHD accumulation point</td>
<td>1.515</td>
<td></td>
</tr>
<tr>
<td>Antenna excitation (with kinetic ions)</td>
<td>±1.636</td>
<td>−0.415</td>
</tr>
<tr>
<td>Initial perturbation (no kinetic ions)</td>
<td>±1.697</td>
<td>−0.894</td>
</tr>
<tr>
<td>Initial perturbation (with a pressure gradient of thermal particles)</td>
<td>±1.693</td>
<td>−0.265</td>
</tr>
<tr>
<td>Initial perturbation (no pressure gradient of thermal particles)</td>
<td>±1.683</td>
<td>−0.255</td>
</tr>
<tr>
<td>Energetic-electron excitation</td>
<td>1.653</td>
<td>0.447</td>
</tr>
<tr>
<td>(with a pressure gradient of thermal particles)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energetic-electron excitation</td>
<td>1.653</td>
<td>0.467</td>
</tr>
<tr>
<td>(no pressure gradient of thermal particles)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental observation</td>
<td>1.575</td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 8.** (a), (c), and (e) Poloidal mode structures and (b), (d), and (f) radial profiles of the electrostatic potential \( \delta \phi \), the vector potential \( \delta A_1 \), and the effective potential \( \delta \phi_{\text{eff}} \) for the main harmonic and other harmonics (with various values of \( m \)). All are normalized with respect to the maximum value of \( \delta \phi \).
temperature $T_e$ shows that as $T_e$ increases, the frequency changes slightly, but the growth rate increases greatly, as seen in Fig. 9(d). In the $T_e$ scan, $T_e$ and $\gamma$ show a nearly linear dependence; the linear relationship is $\gamma/\omega_{\text{CAP}} = -0.4666 + 0.04T_e/T_e$. The value at the intercept of the growth rate divided by the frequency is $-0.305$, and the damping rate is $-0.305\omega_{\text{CAP}} = -0.462\gamma/R_0$, which is close to that in the antenna excitation case.

D. Discussion

For low-frequency waves, the wave-particle resonance condition for deeply trapped particles is $\omega - \omega_L - p\omega_B = 0$. Further analysis reveals only the precessional resonance of trapped energetic electrons, where the precession frequency is proportional to the toroidal mode number. At the same time, the driving force from the precession should overcome Landau damping, continuum damping, radiative damping, and so on when the e-BAE is excited. In balance, the most unstable behavior is observed only in a certain range of mode numbers. In our work, in simulation setups that are identical except for the mode number, higher-$n$ modes such as $n/m = 2/6$ have not been driven, indicating that the $n/m = 1/3$ mode is the most unstable mode under these parameters, in good agreement with the experimental observation.

When we include the collision term, the frequency remains almost unchanged, and the growth rate shifts downward by approximately 4.5%, indicating that collisions between particles barely
The eigenfrequencies for multimode e-BAEs ($n/m = 1/2$, $n/m = 2/5$, and $n/m = 1/3$) measured at the MHD accumulation point, as experimentally observed and simulated (driven by energetic electrons) for HL-2A discharge #17929 (900 ms).

<table>
<thead>
<tr>
<th>$\omega_{CAP}$</th>
<th>$f_{CAP}$</th>
<th>$\omega_{p}$</th>
<th>$f_{p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.275 $C_e/R_0$</td>
<td>28 kHz</td>
<td>0.28875$C_e/R_0$</td>
<td>29.4 kHz</td>
</tr>
<tr>
<td>0.275 $C_e/R_0$</td>
<td>20 kHz</td>
<td>0.3125$C_e/R_0$</td>
<td>22.7 kHz</td>
</tr>
<tr>
<td>0.275 $C_e/R_0$</td>
<td>14.43 kHz</td>
<td>0.2875$C_e/R_0$</td>
<td>15.01 kHz</td>
</tr>
<tr>
<td>17929 (900 ms)</td>
<td>$n/m = 1/2$</td>
<td>$n/m = 2/5$</td>
<td>$n/m = 1/3$</td>
</tr>
</tbody>
</table>

Influence the excitation of the e-BAE in this linear simulation. The reason is that the collision rates are $\nu_{\text{ac}} = 2.41$ kHz and $\nu_{\text{ae}} = 4.83$ kHz, which are much lower than the mode frequency. Here, we use $\nu_{\text{ae}} = (\pi n_{\text{e}}^2 q_0^2 \beta_0^2)/(\mu_0^2 e^2 m_2^2 T_1^2)$ to estimate the collision rates, where $\lambda_a$ is the Coulomb logarithm and is approximately constant.

The eigenfrequencies for different mode numbers are shown in Table II for comparison with the experimental results. Further nonlinear simulations and analysis should still be performed to study multimode e-BAE phenomena.

V. SUMMARY AND FUTURE WORK

In this work, using the basic safety factor profile, temperature profile, and density profile from shot #17461 in the HL-2A tokamak at approximately 575 ms, the excitation of an e-BAE by a temperature gradient of the energetic electrons was successfully simulated with GTC. In our simulations, the real e-BAE frequencies measured in simulations with an initial perturbation, an antenna excitation, and an energetic electron excitation were almost the same as the experimental observation. The kinetic effects of the thermal ions and energetic electrons together excite the e-BAE, while the eigenfrequency is not greatly affected; moreover, the kinetic effect of the energetic electrons breaks the symmetry of the mode structure. The continuum damping is responsible for the large damping rate in the initial perturbation case. The radiative damping is responsible for the differences in damping rate between the cases with and without a pressure gradient of the thermal particles. The e-BAE propagates along the diamagnetic direction of the electrons. Its most unstable mode number is $n/m = 1/3$, which is consistent with the experimental observation. As the background $\beta$ increases, the mode width also increases, and the frequency shifts downward. The growth rate strongly depends on the density and temperature profiles of the energetic electrons; moreover, a pressure gradient of the thermal particles has a slight inhibitory effect on the excitation of the BAE.
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